Automated Planning for Spacecraft and Mission Design

Ben Smith

Jet Propulsion Laboratory
California Institute of Technology
4800 Oak Grove Drive
Pasadena, CA 91109
firstname.lasthame@jpl.nasa.gov

Barbara Engelhardt
Jet Propulsion Laboratory

Russell Knight
Jet Propulsion Laboratory

Darren Mutz
Jet Propulsion Laboratory

ABSTRACT

Mission design engineers idép a spacecrafdesign and mission plan
that bes achieves the mission objeées while staying within cost, mass,
and operabity constraints. It is often easie® evalua¢ a spacecraft
design in tle mntex of a detailed mission plan. Generating plaphand
is labor-intensive. We presean Al planning system thautomaically
generates and evaluates mission plans for specified spacdesains.
This systen has been applied to design problemsrionumber bNASA
missions.
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INTRODUCTION

The job d mission design engineers is to itieypa spacecrafdesign and mission plan
that bes achieves the mission objees while staying within cost, mass, and opergbili
constraints. We observe thais often easier to evallabspacecrafand mission design
in the cntext of activity plans for k¢ mission scenarios. Juas a simufaon allows
designers to better understand how the design amiagld behave, a plan helps mission
designers to understand how a specified spad¢edeaign wil execue agiven mission
scenario. For example: How mambservéions will it take? Wha are the resource
margin® How much slackime is there for contingencies?

We have developed an autonthtganning syste tha takes as inpuspacecraft
parameters (e.g., spacetrakew rates, battgrcapady) and mission parameters (e.qg.,
observéion requests, frequencyf accommunicéion passes, trajectory). The planner
generates a mission tagty plan tha achieves the mission goals while obeying the
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constraints imposkhy the given mission and spacec¢rdésign (which a afundion of
the mission and spacedraframeters).

This technolog enables mission engineers to qucktvaluate seveladesigns.
Engineers can evaluate sevecandidate designs agating given mission scenario by
generéing plans for each design and autoicaly evaluaing then again$ objedive
criteria. Engineers can also use this sysfi@ “what-if” evaluations. Thg can see how a
given designs performs inéghontex of a mission scenario, and then mgdifie design
or mission to improve performance. For example, a spataoagf be limited to ten
science images per otliiecause finsufficiert on-boad data storage, even though there
are opporturties for several. The engineer increases the mgpenameter and generates
a new plan to seé¢ the spacecratan now take more science images.

This systen has performeé design evaluaons for several NAS& missions. The
remainder bthis paper will describe the systén more detail, provide some example
trace studies, and discuss theykecheduling issues and algorithms.

SYSTEM ARCHITECTURE

The systen takes as inpuspacecrdfand mission design parameters andtasescenario
goals. Fron these inputs an automated planner produces a plapagecrdfactivities
that accomplish the scenario goals in aywlaet is consistenwith the spacecrafand
mission design. The nesubsection describes this process in more detail. Theingsul
plan is then evaluated with respeo user-specified objéwe aiteria. The overall
architecture is shown in Figure 1.

Automated Planning

The mre d this systen is an automatk panning and scheduling system. We used the
Aspen [1] planner, whit has a number foreasoning capabiles we find necessgarfor
generéing spacecrafmission plans. However, ¢hachitecture makes no assutioms
abou the planner,® one could easyl subsitute a differer planning system.



Activity Takelmage {
int target-id,;
constraints=
starts_after end_of turn-instr-oy [30, infinity];
resources =
storage use 20, // Mb
power use 10, // Watts

%

Resource storage { type=depletable; capacity=100; // Mb }
Resource power{ type=non-depletable; capacit 130; // Watts }

Figure 2. Modd Fragment

An automatd panner, such as Aspen, takes as irgpsé of goals and an itial state.

It then derives a $@f actions thawill achieve the goals frothe intial state.A domain
modelspecifies te available ations, states, resources and constraints among them. For
example, a “take-science-imgigadion may require that the spacetrbé in the low-
vibration state, occurtdeas 30s after turning on the instrument, and requires 20Mb of
on-board storag and 10/ of power. Thes @nstraints are specified in a dectara
language specific to the planning system. The abowstraints would be specified in
Aspen as shown in Figure 2.

Aspen generates a plan tlehieves the goals fnothe intial state while obeying the
constraints in the domain model. It does thisébymbination ¢ sub-goaling, goal-
expansion, and conflicesoluion. Sub-goaling achieves a desired stat@brtifying an
activity tha achieves the state and iy it into the plan. Goal-expansion takes a high-
level god and expandg into apre-defined deof sub-goals. Conflicresolution idetifies
constraim violations in the plan and resolves them. For example, the plan may contain
more “take-science-image” @aties than will ft onto the on-board storage. Aspen might
resolve this conflicby removing some fothe images or inserting a “downlihactivity
that will free up more onboard storage. Aspen uses an algorithm teliative repair
[4] to perfom conflict resoldion.

Design Parameters

The domain modespecifies tk @nstraints for a given spacedrafesign. The goals
specify the mission scenario. Each spacedesign needs a differemodel, and each
mission scenario needs a differesg# of goals. However, the spacedraind mission
designs are often similar in many ways. To dvgeneraing new models ath goals for

each design, we parameterizentheith appropriate desigvariables. The user simply
specifies values for eachf the desig variables, which results in an appropriate model
and sé of goals. This allows the designer to explore the parameter space quickly and
easily. I alo opens the possibilf of searching thaspace atomatically for an optimal
design. This is an area for future research.

Some typichspacecrdafdesign parameters are resmurcgacties (battery, on-board
data storage, fuel), operabjli constraints (how lon does 1 take to warm-up the
instrument, haw much data storage does an image require), and hardware options (use
cold-gas thrusters om reaction wheel). These variables calh be expressed as
parameters in the domain model.



Activity Takelmage {
int target-id,;
intPowerAmount, StorageAmount, InstrOnDelay
constraints=
starts_after end_of turn-instr-oy PnstrOnDelay infinity];
resources =
storage us8&torageAmount/ Mb
power usePowerAmount // Watts

Figure 3. Parameterized Awity

The Aspen domain language allows parameters in constraints #éndiesc An
example da parameterized actiyiis shown in Figure 3. The parameters ariéaiics.

The user specifies values for the dasigriables, and the parameters in the nhade
sd accordingly. This ca be dore anumber & ways: a globbsearch-and-replace on the
modd file; adding equivalece ®nstraints between ¢hadivity parameters and the
parameters foa dummy gobhadivity tha specifies the values; dndeclaring tha the
parameter values are determined by an extéunation thd returns a value specified in a
file of parameter values. We have primarily used the third method for Aspen, though
other methods nyabe moe gpropriate for other planning systems (espegialhes
without externbdependency furtons) or for performance reasons.

The mission scenari® ipecified by a sé of goals. Goals are simph se of activities
that mus appear in the plan. The user specifies ohefsgoals for each mission scenario.
The goals have parameters that ba desig variables.

Plan Evaluation

Plans are evaluated with respét user-specified evaluation criteriA new evaluton
function mug be writen for each criteria. Some typicavaludion critere. ae resource
margins, resource usage, and science return.

APPLICATIONS
Space Interferometry Mission

The planning for mission design systesupported an orbitrade stug for the Space
Interferomety Mission (SIM). The question was whether tse an inexpensive but
highly constraining low-Earth orbit, or a n®mrxpensive bu less constraining Earth-
trailing orbit.

SIM will use aspace-borne interferometer to take imageslistart stars with much
highe resoluion than is possible with exiag telescopes. Onef othe key scenarios in
this mission is a “grid campaign” where the spacédnadges the engr lestid sphere
over a period babou a month. To minimize the lengtti the grid campaign, and thereby
maximize the science return, the images tmus ordered to minimize ¢hangular
distance between adjadetargets. To avaoi damage, the interferometer nusot be
pointed withina cetain angular distance (thexcluson ande) of bright bodies in the
solar system, such as the Sun, Earth, moon, Mars and Jupiter. Over time targets move in
and out 6 exclusion angles rdiae to the spacecriads determined by the spaceti@bit
and celestiamechanics. For a fixed trajectory, each tagn therefore be imaged only



during time windows whert is na in the exclusion angle. In gendrghe moe exclusion
windows thee ae the longer the optimal tour becomest lus difficult to sa how
much longer without actually solving them.

We used the Aspen planner to geneeagrid campaign for the Earth-trailing and low-
Earth orbi cases, and for differérexclusion angles. The objae was to determine
whether Earth-trailing campaigns, whitave fewer exclusion windows than Earth-orbit
campaigns, were sufficily faster to jusify the moe epensive orbit. The results,
shown in Table 1, supported the decision to use an Earth-trailing orbit. Targets is the total
number & image targets in the campaign, scheduled is the nunit&rgets that could be
taken (some targets are never visible, or their widows overlap tsthéna is onf enough
time to tale some & them). The plan duration is the tbtaraion of the grid campaign as
planned, andime/targeis the plan durgon divided by the numberf@cheduled targets.

Table I. SIM Plan Evaluation Summary.

Trajectory [targets s$cheduled plan duration time/target

Earth-orbit 1164 1141 | 25.23 days 31.84 min

Earth-trail 1164 987 | 26.78 days 39.07 min
LightSAR

The LightSAR mission is an Earth-onibg satellite with a syhetic goerture radar
(SAR). The SAR footprinis a rectangular swath over the Easthirface. The objdo/e

is to image specified regiong the Earth (sa Greenland) within certaiime windows
(e.g., March to June). To imagregion, one mussele¢ a sé of rectangular swaths that
cover the region. Té available swaths and the t@re which each swath can be taken
depend on the spacedrafbit and the SAR beam angle (there are séatmcehbeams
with incidence angke £paratd by a few degrees). For example, one righ able to
image a given stripfdGreenland fran 7:00 anto 7:05 anon Bean 5, or fran 7:15 anto
7:23an on Bean 3. Each swath results in many megabytedaia, which reside on the
on-board recorder uhtit can be downlinked. The planng poblem is to selecbeams
that cover the desired regions within the specified time windows without exceeding the
on-board storage.

The design quémns are how the on-board storage constraintd downlink
opportuniies impat the science return. The stoestppady ard downlink opporturties
limit the number bswaths per orbit, and thus the tataience return, lhun a manner
that is hard @ predict. By generéing plans for varios dorage capadies, available
downlink stations, ah god distributions we @n understand thaelaionship and pick
values thaprovide the bashalance between science return and cost.

These plans take weeks tenerate ® hand, bt only minutes with an automated
planner. Planning technolggmakes t feasible to explore rei@nships like this and
therely improve the design in ways thavould otherwise rbbe possible. We have
generated plans for the baseline design, and are beginning to explore tioisst@la in
more detail.



Planning Challenges

The planmg problems described abevae uniquely challenging. The ovdirgroblem
has many constraints that requepowerfu planning systm like Aspen. For example,
SIM mug also consider ltery ard power constraints and the need periodically
“decondtion” the reaction wheel (bleed fofexcess momentum); LightSAR has
interferomety pairs, which are pairsf AR images thtamug be tale exactly 10 days
apart, and a numbeif miscellaneous constraints on the instrument, data recorder, and
downlink adivities. The core prohte is often a combinatorial optimizan problem. For
example, te @re SIM problem is an instance fothe traveling salesman probiewith
time windows [3], and the LightSAR proloeis a kind d constraind hin-packing
problan [2]. These often require specialized algorithms to solve effegtiesy., [2,3]).
General-purpose planners often solventimoorly or slowly because thedo not have
these specialized data structures or algorithms.

We aldressed this probie by mapping arabstractionof the planmg poblem to the
core combinatorial ophization problem, and solving thaore problen with a special-
purpose solver. Thalditional constraints @ expressed in t wre problen as a general
feasibilty constrain into which the specialized solver has no visiiliThe soltion to
this problem then guides the planner in solving the ov@tahnng problem. In our
experience this approagields high-quaty solutions within reasonadlcomputational
bounds (a few minutes to a few hours, depending on the problem).

CONCLUSION

It is often easier to evallatspacecrafdesign in tle wntex of a mission scenario. We
have developed a planning systédha automaically generates mission plans for
specifiel designs. The syste can generate scenario plans in minutes Wauld take
designers week®tgenerate ¥ hand. This allows designers to more quic&kplore the
design space and to see interactions between spaadsgin and operations thaould
be difficult to identify by other means.

This systen has been applied to design problems for a numbspacecrdafmissions
and has ntewith enthusias from the design engineers.
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